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Primary	MoLvaLon:	Ocean	salinity	and	water	cycle	change	
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FIG. 1. a) Mean fresh water flux out of the ocean from reanalysis data. Mean (b) and long term trend (c) in

sea surface salinity from observational analysis. Simulated sea surface salinity trend over 100 years in response

to: d) 1% per decade water cycle amplification; e) idealised water flux anomaly from ice mass loss (water flux

anomalies are applied in green boxes); f) 0.2 W / m2 per decade surface heat flux anomaly; g) combined water

cycle amplification, heat flux and glacial mass loss forcing; and h) sum of responses shown in d-f.
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In steady state, (8) reduces to a balance between dif-
fusion into the fresher waters with S, S* and the ad-
vective outflow of salt through the S* isohaline, which,
since the volumeV(S*) is constant, is from (4) simply the
surface inflow Fw(S*) times S* such that

S*F
w
(S*)5

ðð

S5S*
=S !K ! =Sj=Sj21 dA. 0. (10)

To maintain the salinity distribution in steady state,
there must be net rainfall and river runoff over the
freshest water masses and net evaporation over the more
salinewaters (Fig. 1d). Thewater cyclemustmaintain the
contrast in water masses, constantly making saline waters
more saline and freshwatersmore fresh, asmixing can do
only the opposite. If the water cycle were to switch off
completely (i.e.,P2E1R[ 0 everywhere), the salinity
distributionwould collapse toward a single delta function
centered on the present global-mean salinity S (Fig. 1c).
As Fw, the accumulated integral of P 2 E 1 R,

maintains the salinity distribution in steady state, we
choose this as our definition of the water cycle for the
purposes of this study. In the next section we will
formulate a simple model for the relationship between
thewidth of distribution and the accumulatedP2E1R
up to the mean salinity S, Fw(S).

3. A simple model for the width of the salinity
distribution

Wenowdevelopa simplemodel for themeandeviationof
salinity (ameasure of the half-width of the distribution). The
mean deviation W is defined here as the volume-weighted
mean absolute deviation from the global-mean salinity S:

W5
1

V
0

ððð
jS2Sj dx dy dz , (11)

where V0 is the volume of the global ocean.

Given that the mean salinity S is defined by

ððð
(S2 S) dx dy dz5 0,

we rewrite W as

W5
2

V0

ððð

S,S

(S2 S) dx dy dz . (12)

Substituting (1) and (5), it follows that

W5
2

V
0

[SV(S)2 S(S)] . (13)

We now consider dW/dt, the rate of change of the
mean deviation; assuming that the total volume of the

ocean does not change (which implies that the mean
salinity does not change) and then substituting (8) [or
identically (9) when S0 5 S] yields

dW

dt
5

2S

V0

F
w
(S)2

2

V0

D(S) . (14)

The above result links the rate of change of the mean
deviationW simply to the accumulated precipitation Fw(S)
into waters fresher than S and to the diffusive salinity flux
across the S isohaline D(S). In appendix B we derive (14)
in the case where the total volume of the ocean changes.
In practice, the diffusive salinity flux is unknown. A

plausible assumption is that the diffusive term above is
proportional to the width of the distribution itself such that

2

V
0

D(S)5
1

t
W , (15)

where t is a mixing time scale. In this case (14) takes the
following form:

dW

dt
5

2S

V
0

F
w
(S)2

1

t
W . (16)

We now explain our argument for the scaling of the
mixing term in (15).AsW increases, the contrast between
water masses becomes larger and hence we expect j=Sj to
increase also. Let us assume that the ocean is divided
into two regions with salinities S2DS and S1DS, with
their centers separated by a distance X and with an in-
terface connecting the two regions of area Y2 such that
the total volume is 2Y2X. For our purposes it does not
matter if the two regions are separated in the vertical or
horizontal directions (in reality it is some combination
of the two). Applying these scales to (11) yields

W/ 2Y2XDS/2Y2X5DS , (17)

and the mixing term in (7) scales to

D(S)/K
2DS
X

Y2 5K
DS
X2

V
0
.

Then by (15) and (17),

t5
X 2

2K
. (18)

Since we expect K to be a constant we may expect t to
also be a constant. Rather than choosing a scale X and
defining an arbitrarymixing coefficientK, we will simply
describe the mixing term with the time scale t. A solu-
tion for the change in the mean deviation W0 for a step
change in the water cycle of F 0

w is
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Puzzle:	

2A). The 20C3M simulations in which the warm-
ing rate is low (generally those with compre-
hensive aerosol schemes; contrast diamonds
and circles in fig. S5, table S1, and supplemen-
tary text section 2.2) feature low SSS PA, with
spatial change patterns having only slight cor-
respondence to the spatial mean pattern and
consequently a low SSS PC (illustrated by the
simulation in Fig. 1, F, I, and L). The stronger
warming SRES simulations express a clearer
and larger pattern amplification response (PC >
0.5) than most 20C3M simulations (Fig. 2A).
The increase in PC with enhanced PA suggests
a signal-to-noise process is operating, where-
as in weakly warming simulations model in-
ternal variability dominates the change signal.
A PC-weighted line of best fit through the 93
CMIP3 simulations suggests that SSS patterns
intensify with warming at 8% °C−1 (Fig. 2A),
which is half of our 1950–2000 observed rate
(16% °C−1; Fig. 2A). As expected on the basis

of past analyses of CMIP3 (2), the E-P PA is
also linearly related to surface warming rates
(Fig. 2C), with the model line of best fit be-
low CC (4.5% °C−1). Also in agreement with
many previous analyses (1, 2), total global av-
erage rainfall is linearly related to warming
rates but with a distinctively weaker slope than
surface water flux, near 3.1% °C−1 (Fig. 2D).
The stronger SSS PA response to warming and
the tighter agreement among CMIP3 when
compared with that for the E-P PA (Fig. 2, A
versus C) suggest that long-term SSS pattern
changes provide an identifiable, highly de-
tectable, and particularly sensitive measure of
long-term water cycle changes. It is likely that
ocean mixing and circulation act to integrate
and smooth the temporal and spatial patchi-
ness of E-P fluxes at the ocean surface and
provide a smoothed SSS anomaly field, which
facilitates detection of broad-scale, persistent
changes.

To independently demonstrate the strong
relationship between 50-year salinity change
and an enhanced water cycle, we explored the
response of an ocean-only model to an ideal-
ized 5% E-P pattern increase. We used a ver-
sion of the MOM3 ocean model, forced with
E-P fields obtained from the National Centers
for Environmental Prediction (NCEP) rean-
alysis. A linear trend in E-P was imposed to
achieve a 5% increase over 50 years. The re-
sulting spatial pattern of SSS change strongly
mirrors the observed and CMIP3 ensemble mean
patterns but with smaller absolute magnitudes
(Fig. 3, A, C, and D versus B). The salinity pat-
tern amplification is expressed for surface and
subsurface changes (figs. S7 and S8 and sup-
plementary text section 3). Therefore in a glob-
al ocean-only model, spatial salinity patterns
enhance in response to an intensified E-P. A
similar spatial response to the observed changes
is found in CMIP3 but only for the strongly
warming 20C3M simulations (>0.5°C; Fig. 3,
D versus C). Those simulations with less than
the observed warming over 1950–2000 often
incorporate aerosol effects that act to reduce
warming (contrast diamonds and circles in
fig. S5) and thus underpredict the subsequent
water cycle amplification as expressed in SSS
changes.

Despite their scatter, estimates from the
CMIP3 ensemble show a weaker salinity pattern
amplification per degree of warming (8% °C−1;
Fig. 2A) than has been observed (16% °C−1;
Fig. 2A). By using the modeled relationship
between SSS PA and E-P PA from the CMIP3
ensemble [which shows that SSS PA increases
at twice the rate of E-P PA (Fig. 2B)] and ap-
plying this relationship to our observed SSS
PA estimate, we infer that over the past 50 years
the global water cycle has amplified by 4%.
Using the observed 0.5°C surface warming es-
timate (11), this inferred water flux amplifica-
tion of 8% °C−1 is close to that predicted by
the CC relationship (~7% °C−1). This rate of
change is consistent with many other indepen-
dent observational estimates (table S3 and fig.
S9), which all provide evidence that an observed
global water cycle amplification has occurred.
However, CMIP3 ensemble averages of E-P PA
produce a rate well below this of 4.5% °C−1

(Fig. 2C).
A change to freshwater availability in re-

sponse to climate change poses a more impor-
tant risk to human societies and ecosystems
than warming alone. Changes to the global
water cycle and the corresponding redistribu-
tion of rainfall will affect food availability,
stability, access, and utilization. We show that
ocean salinity is a particularly sensitive marker
of water cycle change that provides us with a
salty ocean–freshwater “gauge” from which
to monitor 71% of Earth’s surface. By using
ocean observations, we show the “rich get rich-
er” mechanism is already operating, with fresh
regions becoming fresher and salty regions

Fig. 2. PA and PCs from the available CMIP3 simulations compared with new observational esti-
mates. The number of individual simulations that have been analyzed for each variable is noted in
the bottom right-hand corner of each panel. (A) The surface salinity PA (y axis) versus the cor-
responding global DTa (x axis); colors are the salinity PC. (B) Water flux (E-P; y axis) PA versus
surface salinity PA (x axis); colors are the salinity PC. (C) Water flux (E-P; y axis) PA versus global
DTa (x axis); colors are the E-P PC. (D) Global spatial average precipitation change, rather than PA
(DP; y axis) versus global DTa (x axis); colors are the precipitation PC. Gray lines express constant
proportional change. Gray shading [99% confidence interval (C.I.)] bounds the PC-weighted linear
best fit to the model ensemble for a line intersecting 0 [y axis in (A) to (C)] and –1.1 [y axis in (D)]
in black. The 20th-century (20C3M; 1950–2000) simulations are presented in small circles, and the
three 21st-century projected scenarios (SRES; 2050–2099) are shown as squares for B1, large
circles for A2, and diamonds for A1B. All simulations have been de-drifted by using an appropriate
preindustrial control simulation for the period 1900–2049 (supplementary text section 2). Observa-
tional estimates using a DTa value from HadCRUT3 in (A) PA from this study are shown as the red
square with black error bars showing the 99% significance level and in (C) as the black square with the
CMIP3-scaled result based from (A) (see text).
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In	climate	models	and	
apparently	in	
observaLons	a	global	
warming	induced	water	
cycle	change	of	X%	is	
associated	with	a	
surface	salinity	paZern	
change	of	~2X%	



Approach	inspired	by	Marshall	et	al.	Ocean’s role in the transient response of climate
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where the SST rise is delayed—in the Southern Ocean 
and the northern North Atlantic. The feedback term (plot-
ted at the bottom) largely balances Hanthro over most of the 
ocean, but not in the delay regions (see Fig. 5, top) where 
SSTanthro is far below the value implied at equilibrium: 
Hanthro/! = 4K.

As a sanity check on the relevance of our calculations 
to the anthropogenic warming signal in coupled climate 
models, Fig. 8 shows the (ensemble average) anomalous 
air–sea heat flux (in Wm−2) from CMIP5 coupled climate 
models 100 years after CO2 quadrupling. Patterns which 
are broadly similar to those in Fig. 7 (top) can be seen with 
pronounced heating of the ocean in the delay regions. We 
observe much more structure in the coupled models than in 
our ocean-only calculation and the magnitudes of the air–
sea flux exceed those of our model locally, particularly in 
high-latitude regions. This is not not unexpected, since we 
have applied a smaller radiative forcing in our ocean-only 

calculation than in the CMIP5 models and, importantly, 
have not accounted for changes in atmospheric heat trans-
port that act to flux more energy poleward under global 
warming (Hwang et al. 2011). Nonetheless, the broad pat-
terns are consistent with our ocean-only calculations with 
peaks of air–sea heat flux anomalies into the ocean within 
the warming delay regions around 60◦N and 60◦S. 

Where does the heat go entering the oceans in the delay 
regions? Perhaps it is stored at depth. If we assume that 
anomalous heating in Fig. 9 (top) over the southern ocean 
between 50◦S and 70◦S of order 4 Wm−2 acts for 100 years 
and is accumulated in the ocean then we would expect to 
see 56 × 1022 J stored there. Instead, integrating under the 
green curve in the top left panel of Fig. 9, we find only 
8 × 1022 J stored locally, substantially less. This is due 
in part to reduced surface heat flux driven by a slight sur-
face temperature response in this region. But mainly it is 
due to an enhanced ocean heat transport (Fig. 9, bottom 

Fig. 5  Temperature perturba-
tion after 100 years of an ocean-
only calculation perturbed by 
a uniform downwelling flux at 
the ocean’s surface. (Top) at 
the sea surface (bottom) in the 
zonal-average (contoured every 
degree K)
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3.2  Regional patterns of warming

Clear evidence of the role of ocean circulation in setting 
the timing and pattern of warming can be seen in the hori-
zontal SST plots shown after 100 years in Fig. 5 (top) and 
the zonal-average section Fig. 5 (bottom). This should be 
compared with Fig. 1 showing the same plots but from 
an ensemble of CMIP5 models. The striking resemblance 
between Figs. 5 and 1 demonstrates that, on timescales of 
decades to centuries, the large-scale structure of warming 
patterns is largely shaped by ocean circulation and not by 
atmospheric processes.

The ‘yellow band’ around Antarctica, all the way along 
and poleward of the Antarctic Circumpolar Current (ACC), 
clearly shows the influence of the Southern Ocean which is 
in a distinctly different dynamical regime from the rest of 
the ocean (see the review by Marshall and Speer 2012 on 
the Southern Ocean upwelling branch of the global MOC). 
The SH south of 30◦S has reached only 60 % of the equi-
librium response after 100 years. The NH exhibits a much 
more rapid rise in SST, reaching 85 % of the equilibrium 
response after 100 years, with interesting regional varia-
tions. The subpolar gyres of the NH (in the Pacific and the 
Atlantic) have a slightly delayed warming relative to the 
subtropical gyres.

Figure 5 (bottom) plots the zonal-average perturbation in 
Tanthro after 100 years to reveal the broad pattern of warm-
ing in the meridional plane. The asymmetry between north 
and south is very apparent with warmth penetrating down 
in to the interior in the polar regions of the NH, but with lit-
tle deep accumulation of heat in the SH. Note how we see 
clear signals of the ‘bowls’ of the subtropical gyres with 
the surface warmth evidently being pumped and subducted 
down in to the interior.

The pattern of Tanthro seen in Fig. 5 (bottom) has a 
marked resemblance to that of the idealized ventilation 
tracer shown in Fig. 6 whose value is set to unity separately 
at the ice-free surface (top plot) and below 3.1 km (bot-
tom plot). Note how the bottom tracer is carried upward to 
the surface around Antarctica. This water has not yet been 
affected by surface forced climate change yet and will thus 
‘quench’ water being warmed at the surface south of 50◦S 
or so. North of 50◦N, the reverse is true. Surface waters are 
evidently being forced down, carrying with them the sur-
face warmth.

3.3  Temperature, air–sea heat fluxes and ocean heat uptake

Figure 7 shows the anomalous air–sea heat flux, 
Hanthro − !SSTanthro, after 100 years. Note that there is 
a dominant flux of energy into the ocean in those regions 
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where Hanthro is a prescribed downwelling flux. This 
results in a perturbation, Tanthro, of the ocean’s temper-
ature field: 

 The temperature field evolves according to 

 Here γ is a prescribed parameter which damps 
SSTanthro at a rate chosen to be proportional to the 
global radiative feedback within coupled models. This 
can be seen by writing 

where h is the depth over which H decays to zero—
i.e. the mixed layer depth. We see that ! has units of 
Wm−2 K−1 and so can be interpreted as a climate feed-
back parameter.

In the calculations described here we choose Hanthro and 
! to be spatially-uniform over the ocean and constant in 
time, crudely mimicking enhanced downwelling radiation 
due to GHG forcing and the large-scale radiative damp-
ing of resulting SST  anomalies to space. Over ice we set 
Hanthro = 0. Any patterns in Tanthro that emerge must be a 
consequence of ocean dynamics and not other (e.g. cou-
pled) processes. Moreover, we will choose parameters so 
that Tanthro can be thought of as mimicking the evolution 
of the temperature perturbation due to anthropogenic GHG 
forcing in coupled climate models.

If we set ! = 1 Wm−2 K−1, typical of the net global 
radiative feedback found in coupled models (e.g., Bony 
et al 2006; Andrews et al. 2012) and in observations (e.g. 
Murphy et al. 2009), then a damping timescale of SSTanthro 
is implied of ρcwh

!
≃ 460 days if h is 10 m, the depth of the 

upper layer of the model. Note that damping timescales 
yielded by bulk formulae (which typically lead to damping 
rates of order 10 to 20 Wm−2 K−1 associated with large-
scale SST anomalies—see Marotzke and Pierce 1997) are 
some 10–20 times shorter than this, a month or so rather 
than a year or so.

Before going on it should be stated clearly that the 
approach outlined here is far short of capturing the com-
plexity of the coupled problem. For example, in the true 
coupled climate system ! is not constant, but instead varies 
geographically due to Earth’s distinct atmospheric regimes 
(Armour et al. 2013). Here, however, there is a great con-
ceptual advantage: ! and indeed Hanthro, can be kept con-
stant in space and time. Thus any spatial patterns that we 
observe in the evolving Tanthro must be controlled by ocean 

T −→ Tc + Tanthro

SST −→ SSTc + SSTanthro.

(2)

Dres

Dt
(Tc + Tanthro) = Q(Hc + Hanthro)

− γ (SST − SSTc) + R(Tc + Tanthro).

γ =
!

ρcwh

circulation. There is also a considerable computational 
advantage because Eq. (2) only involves integration of an 
ocean model forward, rather than the fully coupled system.

3  Transient response to a ‘step-function’ warming 
perturbation

The control ocean circulation is spun up for a period of 300 
years. Key fields from the control simulation are shown 
in Figs. 2 and 3: SST, sea-ice edge, Atlantic Meridional 
Overturning Circulation (AMOC) and mixed layer depth. 
The solution has plausible distributions of these key fields. 
However, it should be noted that the AMOC is somewhat 
weak (peaking at 12 Sv) and the mixed layer deepest in the 
Greenland–Iceland–Norwegian Sea rather than the Labra-
dor Sea. 

This control solution is then perturbed with a down-
welling flux of magnitude Hanthro = 4 Wm−2, approxi-
mating the global downwelling longwave radiative forc-
ing from a doubling of atmospheric CO2 (Myhre et al. 
1998; Andrews et al. 2012), following the procedure out-
lined in Sect. 2. The climate feedback parameter is set to 
! = 1 Wm−2 K−1. With these parameter values we would 
expect to have a global-average SST anomaly of 4 K after a 
new equilibrium is reached. Let’s see what happens.

3.1  GHG climate response functions

On application of the downwelling radiative flux the ocean 
warms up—see the time-evolution of the global and 
regional SST averages shown in Fig. 4. These have the 
characteristic form of ‘climate response functions’ dis-
cussed and reviewed, for example, in Hansen et al. (2011). 
The global-average response function reaches 80 % or so 
of its asymptotic value after 100 years, and so is on the 
faster end of the spectrum of responses discussed in Hansen 
et al. (2011), but in an acceptable range. Hansen et al. 
(2011) argue that after 100 years a global-average response 
of between 60 and 90 % encompasses the real world 
response, with 90 % considered fast and 60 % slow. These 
curves can be rather readily fit by analytical Green’s func-
tions obtained from a two-layer model (see, e.g., Geoffroy 
et al. 2013a, b; Kostov et al. 2014). Their form depends on 
both ! and the efficiency of ocean heat uptake, as encapsu-
lated in our ocean model. 2 

2 If we do not store the air–sea fluxes of the control solution as data 
and use them to drive the perturbed solution (as described in point 1, 
Sect. 2), instead computing them ‘on the fly’ using bulk formulae as 
in the control, Fig. 4 has a completely different form: the curves reach 
their asymptotic value in only a few years. In this case the timescale 
is dominated by the damping rate of air–sea flux anomalies, rather 
than climate feedbacks and ocean circulation.

Marshal	et	al.	(2014)		
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Total	displacement	
of	fresh	water.	
Related	to		
W = mean(|S-S0|)

Water	moved	from	
saline	to	fresh.	
Increases	|S-S0|

W increases with the accumulated P+R-E (E-P-R) over the freshest
(saltiest) side of the distribution (Fw) and decreases with mixing.

So 

Becomes

A simple model for the salinity distribution
𝑑𝑉
𝑑𝑡 =  

𝑆<𝑆∗
𝑆𝑜 𝑃 + 𝑅 − 𝐸 − 𝛻.𝐾𝛻𝑆 𝑑𝑥𝑑𝑦𝑑𝑧

W increases with the accumulated P+R-E (E-P-R) over the freshest
(saltiest) side of the distribution (Fw) and decreases with mixing.

So 

Becomes

A simple model for the salinity distribution
𝑑𝑉
𝑑𝑡 =  

𝑆<𝑆∗
𝑆𝑜 𝑃 + 𝑅 − 𝐸 − 𝛻.𝐾𝛻𝑆 𝑑𝑥𝑑𝑦𝑑𝑧

Diffusive	flux	from	
saline	to	fresh.	
Decreases	|S-S0|

In steady state, (8) reduces to a balance between dif-
fusion into the fresher waters with S, S* and the ad-
vective outflow of salt through the S* isohaline, which,
since the volumeV(S*) is constant, is from (4) simply the
surface inflow Fw(S*) times S* such that

S*F
w
(S*)5

ðð

S5S*
=S !K ! =Sj=Sj21 dA. 0. (10)

To maintain the salinity distribution in steady state,
there must be net rainfall and river runoff over the
freshest water masses and net evaporation over the more
salinewaters (Fig. 1d). Thewater cyclemustmaintain the
contrast in water masses, constantly making saline waters
more saline and freshwatersmore fresh, asmixing can do
only the opposite. If the water cycle were to switch off
completely (i.e.,P2E1R[ 0 everywhere), the salinity
distributionwould collapse toward a single delta function
centered on the present global-mean salinity S (Fig. 1c).
As Fw, the accumulated integral of P 2 E 1 R,

maintains the salinity distribution in steady state, we
choose this as our definition of the water cycle for the
purposes of this study. In the next section we will
formulate a simple model for the relationship between
thewidth of distribution and the accumulatedP2E1R
up to the mean salinity S, Fw(S).

3. A simple model for the width of the salinity
distribution

Wenowdevelopa simplemodel for themeandeviationof
salinity (ameasure of the half-width of the distribution). The
mean deviation W is defined here as the volume-weighted
mean absolute deviation from the global-mean salinity S:

W5
1

V
0

ððð
jS2Sj dx dy dz , (11)

where V0 is the volume of the global ocean.

Given that the mean salinity S is defined by

ððð
(S2 S) dx dy dz5 0,

we rewrite W as

W5
2

V0

ððð

S,S

(S2 S) dx dy dz . (12)

Substituting (1) and (5), it follows that

W5
2

V
0

[SV(S)2 S(S)] . (13)

We now consider dW/dt, the rate of change of the
mean deviation; assuming that the total volume of the

ocean does not change (which implies that the mean
salinity does not change) and then substituting (8) [or
identically (9) when S0 5 S] yields

dW

dt
5

2S

V0

F
w
(S)2

2

V0

D(S) . (14)

The above result links the rate of change of the mean
deviationW simply to the accumulated precipitation Fw(S)
into waters fresher than S and to the diffusive salinity flux
across the S isohaline D(S). In appendix B we derive (14)
in the case where the total volume of the ocean changes.
In practice, the diffusive salinity flux is unknown. A

plausible assumption is that the diffusive term above is
proportional to the width of the distribution itself such that

2
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t
W , (15)

where t is a mixing time scale. In this case (14) takes the
following form:

dW

dt
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t
W . (16)

We now explain our argument for the scaling of the
mixing term in (15).AsW increases, the contrast between
water masses becomes larger and hence we expect j=Sj to
increase also. Let us assume that the ocean is divided
into two regions with salinities S2DS and S1DS, with
their centers separated by a distance X and with an in-
terface connecting the two regions of area Y2 such that
the total volume is 2Y2X. For our purposes it does not
matter if the two regions are separated in the vertical or
horizontal directions (in reality it is some combination
of the two). Applying these scales to (11) yields

W/ 2Y2XDS/2Y2X5DS , (17)

and the mixing term in (7) scales to

D(S)/K
2DS
X

Y2 5K
DS
X2

V
0
.

Then by (15) and (17),

t5
X 2

2K
. (18)

Since we expect K to be a constant we may expect t to
also be a constant. Rather than choosing a scale X and
defining an arbitrarymixing coefficientK, we will simply
describe the mixing term with the time scale t. A solu-
tion for the change in the mean deviation W0 for a step
change in the water cycle of F 0

w is
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advective and diffusive salt fluxes into V(S*) across the
S* isohaline:

dS(S*)

dt
52S*G(S*)1D(S*). (6)

Here we choose the natural sign convention for the diffu-
sive salt fluxD such that it is positive in the direction of de-
creasing S (the reverse of that used for the volume fluxG).
If we assume that diffusion of salt is related to the local

salinity gradient and a diffusion tensor K, then

D5
ðð

S5S*
=S !K ! =Sj=Sj21 dA. 0, (7)

where the positive sign comes from the assumed posi-
tive definiteness of the diffusion tensor that ensures
=S !K ! =S. 0. The positive sign ofD then ensures that
the diffusive salt flux is always down the salinity gradient
and in particular that it always extracts salt from the

region with S. S* and is a source of salt for the region
V(S*) where S, S* in (6).
Combining (4), (6), and (7), it follows that

dS(S*)

dt
52S*

"
F
w
(S*)2

dV(S*)

dt

#

1
ðð

S5S*
=S !K ! =Sj=Sj21 dA . (8)

In the casewhereP2E1R is represented as a salt flux
rather than a freshwater flux, as discussed in appendix A,
(8) is replaced with this nearly identical equation:

dS(S*)

dt
52S

0
F
w
(S*)2 S*

dV(S*)

dt

1
ðð

S5S*
=S !K ! =Sj=Sj21 dA , (9)

where S0 is an arbitrary reference salinity commonly
chosen to be the global-mean salinity S.

FIG. 1. (a) Schematic cross section through the ocean, where precipitation is applied as a volume flux. The volume
V(S*) of relatively fresh water with S, S* is shaded dark gray, and the saltier water with S. S* is shaded light gray.
Volume fluxes are indicated by the black arrows and salinity fluxes by the gray arrows. (b) Corresponding schematic
for the distribution of volume of seawater in salinity coordinates (›V/›S) whose integral from S 5 0 to S5S* is
V(S*) (the dark gray area). Shown are typical locations of the mean salinity S and twice the mean deviation in
salinity 2W. (c),(d) Schematics showing how mixing and the hydrological cycle affect the volumetric distribution.
(c) Mixing always acts to homogenize salinity, making the distribution narrower (reducing W ). (d) To achieve
a steady state, the hydrological cyclemust make the distribution broader through net evaporation over high-salinity
regions and net precipitation over low-salinity regions (increasing W ).
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deviationW simply to the accumulated precipitation Fw(S)
into waters fresher than S and to the diffusive salinity flux
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in the case where the total volume of the ocean changes.
In practice, the diffusive salinity flux is unknown. A
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We now explain our argument for the scaling of the
mixing term in (15).AsW increases, the contrast between
water masses becomes larger and hence we expect j=Sj to
increase also. Let us assume that the ocean is divided
into two regions with salinities S2DS and S1DS, with
their centers separated by a distance X and with an in-
terface connecting the two regions of area Y2 such that
the total volume is 2Y2X. For our purposes it does not
matter if the two regions are separated in the vertical or
horizontal directions (in reality it is some combination
of the two). Applying these scales to (11) yields
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and the mixing term in (7) scales to
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Since we expect K to be a constant we may expect t to
also be a constant. Rather than choosing a scale X and
defining an arbitrarymixing coefficientK, we will simply
describe the mixing term with the time scale t. A solu-
tion for the change in the mean deviation W0 for a step
change in the water cycle of F 0
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Years

W 0 5
2S

V
0

tF 0
w(12 e2t/t) . (19)

Thus, the mixing parameter t is an e-folding time scale
describing the salinity distribution’s response to a
change in the hydrological cycle.
If all the mixing were achieved by a vertical mixing

coefficient of 1025m2 s21 over a vertical distance of
200m, we would expect a mixing time scale of 65 yr.
Hieronymus et al. (2014) have shown that both iso-
pycnal and diapycnal mixing maintain the salinity dis-
tribution in steady state, so we expect that considering
only one component will yield an overestimate. Indeed,
it may be that a different time scale maintains W in
steady state from that which sets the response of W to
small perturbations. These two regimes may be set by
different mixing processes. However, as the salinity
distribution changes with time, we expect the geo-
graphical structure of that distribution to change slowly,
implying that t could be a general parameter defining a
wide range of perturbations to the current mean state.
Equation (16) can be integrated in time to show the

relationship between the accumulated change in thewater

cycle
Ð
F 0
w(S) dt and changes in the width of the salinity

distribution W0 such that

ð
F 0
w(S) dt5

V0

2S

#
W 0 1

1

t

ð
W 0 dt

$
, (20)

where F 0
w andW 0 are deviations from a long-term mean in

steady state. In (20) the first term on the right-hand side
represents the total amount of freshwater transported from
regions where S.S to regions where S, S, while the
second term removes the predicted effect of mixing. In
the following sections we will use both numerical models
and observations to test the validity of (16) and (20) and
estimate t and the temporal scales over which it is a rel-
evant quantity.

4. Observational and model data

a. Hydrographic data

Here two observational datasets for ocean salinity are
used: 1) theMetOfficeEN3v2a dataset (18 3 18 grid) (http://
www.metoffice.gov.uk/hadobs/en3), an update of the EN2
dataset described in Ingleby andHuddleston (2007) (Fig. 2a),

FIG. 2. (a),(b),(c) Historical-mean SSS (g kg21) and (d),(e),(f) evaporation minus precipitation minus river runoff
(E2P2R; m yr21): (a) EN3 SSS (1950–2010), (b) CSIROSSS (1950–2010), (c) CCSM4SSS (1950–2010), (d) CORE2
E2P2R (1950–2006), (e)OAFlux–GPCPE2P2R (1979–2010), and (f) CCSM4E2P2R (1950–2010).Note that
E 2 P 2 R 5 2(P 2 E 1 R).
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Unfortunately	the	ocean	doesn’t	
depend	on	one	parameter	L.	



Ocean	warming	reduces	mixing	
WF change vs. WF+HF combined change experiments
Freshwater displacement and W change after 100 yrs with respect to Control 
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Water	cycle,	warming	and	ice	mass	loss	contribute	to	salinity	paZern	change		
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Based	on	observaLonal	esLmates	of	
warming,	ice	mass	loss,	salinity	change	and	
global	temp	we	esLmate	the	water	cycle	has	
changed	by	3-7%	per	oC	warming.	



Conclusions	

•  Prescribing	exact	fluxes	is	doable;	
•  Water	cycle	change	does	not	affect	SST	much	
but	warming	affects	SSS	a	lot;	

•  Global	salinity	contrast	has	fast	and	slow	
effects	(no	single	Lmescale);	

•  Warming	reduces	mixing,	causing	
approximately	30-50%	of	SSS	paZern	change;	

•  Salinity	paZern	change	suggests	3-7%.	


